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(57) ABSTRACT

One embodiment of the present invention sets forth an ear-
plug for selectively providing sound to a user. The earplug
includes a microphone, a processing unit, and a speaker. The
microphone is configured to acquire ambient sound. The pro-
cessing unit is configured to determine that a first sound
included in the ambient sound is associated with a first set of
sound parameters and, in response, generate a first cancella-
tion signal associated with the first sound. The processing unit
is further configured to determine that a second sound
included in the ambient sound is associated with a second set
of sound parameters and, in response, generate a second
signal to cause the second sound to be produced. The speaker
is configured to produce one or more sound waves based on
the first cancellation signal to cancel the first sound from the
ambient sound and produce the second sound based on the
second signal.

22 Claims, 7 Drawing Sheets
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1
EARPLUG FOR SELECTIVELY PROVIDING
SOUND TO A USER

BACKGROUND

1. Field of the Embodiments of the Invention

Embodiments of the present invention generally relate to
signal processing and, more specifically, to an earplug for
selectively providing sound to a user.

2. Description of the Related Art

Sleep plays an important role in maintaining healthy brain
function, physical health, and overall well-being. As a result,
people commonly go to great lengths to improve the quality
of their sleep, such as by taking medications and supple-
ments, undergoing sleep studies, and carefully controlling the
environment in which they sleep. Even so, many people con-
tinue to suffer from sleep disruptions.

One common sleep disruption is caused by auditory dis-
tractions in the surrounding environment that prevent a per-
son from falling asleep or wake the person from sleep. Such
distractions may include, for example, talking, snoring,
music playing, vehicles, and other noises in the surrounding
environment. In an attempt to prevent such distractions from
disrupting sleep, many people have turned to devices such as
“white” noise machines, which attempt to mask potentially
disruptive noises with a continuous hissing sound. While
some find the sound generated by white noise machines
soothing, others find it distracting. However, in either case,
the sound generated by white noise machines typically is not
loud enough to mask sounds that are very loud and/or very
close to the user, such as the snoring of the user’s partner.

Another common technique for attempting to prevent audi-
tory distractions from disrupting sleep is the use of earplugs.
Earplugs are inserted into the user’s ear canals and, to varying
degrees, block sounds in the surrounding environment. As
such, earplugs are generally effective at preventing auditory
distractions from disrupting the user’s sleep. However,
because earplugs block all sounds in the surrounding envi-
ronment, the user is unable to hear useful and/or important
sounds, such as an alarm clock, a baby crying, a fire alarm,
and the like. Consequently, due to the risks associated with
missing these types of sounds in the surrounding environ-
ment, the use of earplugs is impractical for many people.

As the foregoing illustrates, techniques that enable a user to
more effectively prevent auditory distractions in the sur-
rounding environment from disrupting the user’s sleep would
be useful.

SUMMARY

One embodiment of the present invention sets forth an
earplug for selectively providing sound to a user. The earplug
includes a microphone, a processing unit, and a speaker. The
microphone is configured to acquire ambient sound. The pro-
cessing unit is configured to determine that a first sound
included in the ambient sound is associated with a first set of
sound parameters and, in response, generate a first cancella-
tion signal associated with the first sound. The processing unit
is further configured to determine that a second sound
included in the ambient sound is associated with a second set
of sound parameters and, in response, generate a second
signal to cause the second sound to be produced. The speaker
is configured to produce one or more sound waves based on
the first cancellation signal to cancel the first sound from the
ambient sound and produce the second sound based on the
second signal.
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2

Further embodiments provide, among other things, a
method and a non-transitory computer-readable medium con-
figured to the earplug set forth above.

Advantageously, the disclosed technique enables the user
to selectively block sounds in the surrounding environment.
Additionally, the user is able to specify which sounds are
passed through the earplugs and/or enhanced by the earplugs,
further increasing the likelihood that the user will not miss
useful and/or important sounds in the surrounding environ-
ment. Further, the disclosed techniques enable the user to
transmit an alarm signal directly to the earplugs such that the
user’s alarm does not disturb people nearby the user.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

So that the manner in which the above recited features of
the present invention can be understood in detail, a more
particular description of the invention, briefly summarized
above, may be had by reference to embodiments, some of
which are illustrated in the appended drawings. It is to be
noted, however, that the appended drawings illustrate only
typical embodiments of this invention and are therefore not to
be considered limiting of its scope, for the invention may
admit to other equally effective embodiments.

FIGS. 1A and 1B illustrate an earplug for selectively pro-
viding sound to a user, according to various embodiments of
the present invention;

FIG. 2A illustrates the earplug of FIGS. 1A and 1B with an
included wireless module, according to various embodiments
of the present invention;

FIG. 2B illustrates a technique for transmitting sound
parameters to the earplug of FIG. 2A, according to various
embodiments of the present invention;

FIG. 3 illustrates a technique for specifying whether ambi-
ent sound is to be blocked, passed, or enhanced by the earplug
of FIG. 2A, according to various embodiments of the present
invention;

FIG. 4 illustrates different configurations for blocking,
passing, and enhancing sounds via the earplug of FIGS. 1A
and 1B, according to various embodiments of the present
invention;

FIG. 5 is a flow diagram of method steps for selectively
providing sound to a user via an earplug, according to various
embodiments of the present invention;

FIG. 6 is a flow diagram of method steps for activating a
learning function that determines whether ambient sound is to
be blocked, passed, or enhanced by an earplug, according to
various embodiments of the present invention; and

FIG. 7 is a block diagram illustrating a computing device
that may be included in the earplug of FIGS. 1A and 1B,
according to various embodiments of the present invention.

DETAILED DESCRIPTION

In the following description, numerous specific details are
set forth to provide a more thorough understanding of the
embodiments of the present invention. However, it will be
apparent to one of skill in the art that the embodiments of the
present invention may be practiced without one or more of
these specific details.

FIGS. 1A and 1B illustrate an earplug for selectively pro-
viding sound to a user, according to various embodiments of
the present invention. The earplug 100 may include, without
limitation, an earplug body 105, a microphone 110, a speaker
115, a processing unit 120, one or more input devices 125
(e.g., input device 125-1 and input device 125-2), and a bat-
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tery 130. The earplug body 105 may include a flexible mate-
rial, such as a polymer, foam, silicone, rubber, etc., that con-
forms to a user’s ear canal and provides some degree of
isolation from noises in the surrounding environment. The
earplug body 105 may be shaped to fit the ear canal of a
variety of different users, or the earplug body 105 may be
shaped to fit the ear canal of a specific user, such as by custom
molding the earplug body 105 to the user’s ear canal. In other
embodiments, the earplug body 105 may include a non-flex-
ible material, such as hard plastic or metal, and/or may not
provide substantial isolation from noise in the surrounding
environment.

The microphone 110 is configured to acquire sound from
the surrounding environment and transmit signals associated
with the sound to the processing unit 120. As such, the micro-
phone 110 may be located in a portion of the earplug body 105
that faces outward, away from the user, when the earplug
body 105 is inserted into the ear canal. Alternatively, the
microphone 110 may be physically separate from the earplug
body 105 and coupled to the earplug 100 via a wired connec-
tion or wireless connection. For example, in order to more
effectively acquire sound from the surrounding environment,
the microphone 110 may be positioned proximate to the
user’s outer ear and coupled to the earplug 100 via a wired
connection or wireless connection.

The speaker 115 may be located in a portion of the earplug
body 105 that faces inward, towards the user’s ear canal. The
speaker 115 is configured to produce sounds based on signals
that are generated by the processing unit 120 and/or other
signals that are transmitted to the speaker 115. For example,
the speaker 115 may be configured to produce ambient
sounds that are acquired by the microphone 110, processed by
the processing unit 120, and transmitted to the speaker 115. In
some embodiments, the speaker 115 is configured for high-
fidelity sound reproduction. In other embodiments, in order to
reduce the size and/or cost ofthe speaker 115, the speaker 115
may be configured for less accurate sound reproduction. For
example, in some embodiments, the speaker 115 may be
configured to produce only a subset of frequencies within the
normal human hearing range.

The processing unit 120 is configured to receive signals
from the microphone 110, process the signals, and transmit
the processed signals to the speaker 115. The processing
performed by the processing unit 120 may include, for
example, filtering, amplification, attenuation, and/or other
types of auditory enhancements.

In various embodiments, the processing unit 120 may be
configured to block or permit certain sounds acquired by the
microphone 110. For example, the processing unit 120 may
analyze signals received from the microphone 110 to deter-
mine whether one or more sounds acquired by the micro-
phone 110 substantially match a set of sound parameters. The
set of sound parameters may include, for example, one or
more frequencies ranges, loudness values, digital signatures,
and/or other characteristics that enable the processing unit
120 to identify a particular sound acquired by the microphone
110. If one or more signals received from the microphone 110
match a set of sound parameters, then the processing unit 120
may process the signal(s) to block, pass-through, or enhance
the sounds with which the signals are associated.

In some embodiments, the set(s) of sound parameters may
be stored in a memory associated with the earplug 100. The
memory may include one or more databases, such as a
blocked sounds database and a permitted sounds database. In
such embodiments, if one or more signals received from the
microphone 110 substantially match a set of sound param-
eters stored in the blocked sounds database, then the process-
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4

ing unit 120 may process the signal(s) to block the sounds
with which the signals are associated. Sounds may be
blocked, for example, via active noise cancellation, passive
noise isolation (e.g., provided by the earplug body 105),
and/or merely by not reproducing the sounds for the user via
the speaker 115.

If one or more signals received from the microphone 110
substantially match a set of sound parameters stored in the
permitted sounds database, then the processing unit 120 may
process the signal(s) to permit the sounds with which the
signals are associated. The processing unit 120 may permit
sounds by transmitting signals to the speaker 115 to cause the
sounds to be produced by the speaker 115. Sounds may be
produced by the speaker 115 with substantially the same
auditory characteristics (e.g., loudness, pitch, tempo, fre-
quency range, etc.) at which they were acquired by the micro-
phone 110. That is, the sounds may be passed-through from
the microphone 110 to the speaker 115 via the processing unit
120. In addition, the processing unit 120 may permit sounds
by enhancing the sounds, such as by modifying one or more
auditory characteristics of the sounds, and producing the
sounds for the user. For example, the processing unit 120 may
increase the loudness of a sound (e.g., relative to the loudness
at which the sound was acquired by the microphone 110) and
transmit a signal to the speaker 115 to cause the speaker 115
to produce the sound at the increased loudness value.

The processing unit 120 may performnoise cancellation by
analyzing the signals received from the microphone 110 and
generating one or more cancellation signals. The cancellation
signals are then transmitted to the speaker 115 and produced
in order to cancel one or more sounds in the surrounding
environment. For example, the processing unit 120 may
determine that a signal received from the microphone 110
substantially matches a set of sound parameters included in
the blocked sounds database. In response, the processing unit
120 may generate one or more cancellation signals (e.g.,
inverted phase signals) and transmit the cancellation signal(s)
to the speaker 115. The speaker 115 may then produce the
cancellation signal(s) in order to block one or more sounds in
the surrounding environment.

In some embodiments, the microphone 110, speaker 115,
processing unit 120 and/or battery 130 may be included in a
system-on-chip (SoC) configuration. Such embodiments may
enable components of the earplug 100 to be more efficiently
manufactured. Additionally, including some or all of these
components on a single substrate and/or die may improve
power efficiency and enable the size of the earplug 100 to be
reduced. The battery 130 may include a rechargeable battery
or a one-time-use battery, such as a battery that is “printed”
onto a substrate included in the earplug 100. Additionally, the
battery 130 may be removable or non-removable from the
earplug 100.

In various embodiments, the input devices 125 may
include one or more buttons, switches, knobs, keypads, etc.,
configured to activate one or more functions of the earplug
100. The functions may include, for example, a selective
pass-through function, a selective enhancement function, a
noise cancellation function, a learning function, and an alarm
function. For example, during operation of the earplug 100, a
user may operate an input device 125, such as the first button
125-1 and/or second button 125-2 shown in FIGS. 1A and 1B,
to select the selective pass-through function. When the selec-
tive pass-through function is selected, the earplug 100 may be
configured to acquire ambient sound with the microphone
110 and pass-through only sounds that are associated with
one or more sets of sound parameters stored in the permitted
sounds database. Other sounds, such as sounds that are asso-
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ciated with a set of sound parameters stored in the blocked
sounds database, are not passed-through to the user.

When the selective enhancement function is selected, the
earplug 100 may be configured to acquire ambient sound with
the microphone 110 and determine which sounds, if any, are
associated with one or more sets of sound parameters stored
in the permitted sounds database. Sounds that are associated
with a set of sound parameters stored in the permitted sounds
database may then be passed-through to the user, as described
above, or enhanced by the processing unit 120 prior to being
produced by the speaker 115. For example, if an entry in the
permitted sounds database indicates that a sound associated
with a particular set of sound parameters should be
enhanced—instead of merely passed-through to the user—
then the processing unit 120 may process the corresponding
signals received from the microphone 110 to enhance one or
more auditory characteristics (e.g., loudness, frequency
range, pitch, etc.) of the sound. The sound is then produced by
the speaker 115 according to the enhanced auditory charac-
teristics. Other sounds, such as sounds that are associated
with a set of sound parameters stored in the blocked sounds
database, are not enhanced by the processing unit 120. In
some embodiments, when the earplug 100 is performing the
selective enhancement function, sounds that do not substan-
tially match a set of sound parameters in the permitted sounds
database or the blocked sounds database are passed-through
to the user by default. In other embodiments, the selective
enhancement function blocks all sounds that do not substan-
tially match a set of sound parameters in the permitted sounds
database.

When the noise cancellation function is selected, the ear-
plug 100 may be configured to acquire ambient sound with
the microphone 110 and determine which sounds, if any, are
associated with a set of sound parameters stored in the
blocked sounds database. Active noise cancellation may then
be performed to block sounds that are associated with a set of
sound parameters stored in the blocked sounds database, as
described above. For example, if, during operation of the
earplug 100, the processing unit 120 determines that a sound
acquired by the microphone 110 matches a set of parameters
associated with snoring, then the processing unit 120 may
generate one or more cancellation signals and transmit the
cancellation signal(s) to the speaker 115 to cancel out the
snoring sound. Additionally, while the earplug 100 is per-
forming the noise cancellation function, the processing unit
120 may also be configured to pass-through or enhance
sounds that substantially match a set of sound parameters
stored in the permitted sounds database. That is, the earplug
100 may be configured to perform noise cancellation while
also performing sound pass-through and sound enhancement.
Further, while the earplug 100 is performing the noise can-
cellation function, the processing unit 120 may be configured
to pass-through all sounds that do not substantially match a
set of sound parameters stored in the blocked sounds data-
base.

When the learning function is selected, the earplug 100
may be configured to learn which sound(s) should be blocked
(e.g., via noise cancellation) and which sound(s) should be
permitted (e.g., via pass-through or enhancement). As such,
the learning function may include a block function and a
permit function. In some embodiments, one input device 125
(e.g., input device 125-1) is configured to activate the block
function, while another input device 125 (e.g., input device
125-2) is configured to activate the permit function. In other
embodiments, a single input device 125 (e.g., input device
125-1) is configured to activate both the block function and
the permit function. For example, the user may input a long
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key press via the input device 125 to activate the block func-
tion and may input one or more short key presses via the input
device 125 to activate the permit function. In still other
embodiments, other numbers of input devices 125 and/or
other key press methods of activating a particular function
may be implemented.

When the block function is selected, the processing unit
120 analyzes signals received from the microphone 110 and
generates one or more sets of sound parameters based on the
signals. The processing unit 120 then stores the set(s) of
sounds parameters in the blocked sounds database. For
example, if a user wishes to teach the earplug 100 to block a
snoring sound, the user may activate the block function and
allow the microphone 110 to acquire the snoring sound. The
processing unit 120 then analyzes the snoring sound, gener-
ates one or more sets of sound parameters associated with the
snoring sound, and stores the set(s) of sound parameters in the
blocked sounds database. Additionally, an entry in the
blocked sounds database may indicate whether noise cancel-
lation is to be performed with respect to a particular sound or
whether the sound is to be blocked via passive noise isolation.

When the permit function is selected, the processing unit
120 analyzes signals received from the microphone 110 and
generates one or more sets of sound parameters based on the
signals. The processing unit 120 then stores the set(s) of
sounds parameters in the permitted sounds database. For
example, if a user wishes to teach the earplug 100 to permit an
alarm clock sound, the user may activate the permit function
and allow the microphone 110 to acquire the alarm clock
sound. The processing unit 120 then analyzes the alarm clock
sound, generates one or more sets of sound parameters asso-
ciated with the alarm clock sound, and stores the set(s) of
sound parameters in the permitted sounds database. In addi-
tion, the user may further specify (e.g., via an input device
125) whether the permitted sound is to be passed-through to
the user or enhanced for the user.

When the alarm function is activated, the processing unit
120 may be configured to transmit an alarm signal to the
speaker 115 to cause the speaker 115 to produce an alarm
sound to alert and/or wake the user. In some embodiments, the
alarm function may be configured to wake the user from sleep
in a manner that is similar to a conventional alarm clock.
However, in contrast to a conventional alarm clock, the alarm
sound may be provided to the user such that other people
nearby the user cannot hear the alarm sound. For example, as
shown in Configuration C of FIG. 4, the alarm sound may be
produced for the user in-ear (e.g., via the speaker 115) in order
to wake the user, while the earplug body 105 provides passive
noise isolation to substantially reduce or prevent the degree to
which others near the user (e.g., the user’s partner) can hear
the alarm sound. In various embodiments, the alarm sound
may be a conventional alarm sound, such as a beeping sound
or a buzzer sound, or the alarm sound may be a spoken
language alarm sound, such as a voice (e.g., a person whis-
pering) that calmly wakes the user from sleep.

In addition to blocking, permitting, and/or enhancing
sounds based on the learning functions described above, the
earplug 100 may be configured (e.g., via software or firm-
ware) to automatically pass-through or enhance certain
sounds for the user. For example, when an important sound
that may affect the safety of the user is detected, such as a fire
alarm sound, a smoke detector sound, carbon monoxide
alarm, etc., the earplug 100 may be configured to automati-
cally pass-through or enhance the sound for the user regard-
less of whether the user has configured the earplug 100 to
block or permit the important sound. The automatic pass-
through and/or enhancement may be implemented using an
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“acoustic backdoor”” Embodiments that enable automatic
pass-through and/or enhancement may improve user safety
and reduce manufacturer liability by ensuring that the earplug
100 does not block important sounds, for example, as a result
of user error when the user operates the learning functions
described above.

In some embodiments, the earplug 100 may be configured
to transmit and/or receive information, such as one or more
set(s) of sound parameters and/or an alarm signal, via a wire-
less connection 215. Accordingly, the earplug 100 may
include a wireless module 210, as shown in FIG. 2A, which
illustrates the earplug of FIGS. 1A and 1B with an included
wireless module, according to various embodiments of the
present invention. The wireless module 210 may be config-
ured to transmit information to and/or receive information
from an external computing device 220, enabling the user to
configure the operation of the earplug 100 through an external
interface. For example, the earplug may be configured wire-
lessly via a mobile computing device, such as a smartphone.
Such an implementation is shown in FIG. 2B, which illus-
trates a technique for transmitting sound parameters to the
earplug 100 of FIG. 2A, according to various embodiments of
the present invention. The wireless module 210 may be a
Bluetooth® module that transmits and/or receives informa-
tion from an external computing device 220. In the same or
other embodiments, the wireless module 310 may support
any other wireless protocol including, for example, an 802.11
wireless standard, an optical communication standard (e.g.,
infrared communication), or any other radio frequency based
standard. Additionally, the earplug 100 may be configured to
transmit and/or receive the information described above viaa
wired connection, such as a universal serial bus (USB) inter-
face, a proprietary wired connection, and the like.

In some embodiments, a user may create a set of sound
parameters using an external computing device 220 and/or by
downloading a set of sound parameters (e.g., via the Internet).
For example, a user may access a preconfigured set of sound
parameters that are associated with one or more common
sounds (e.g., snoring sounds, baby sounds, various types of
alarm sounds, and the like). The preconfigured set of sound
parameters may then be transmitted to the earplug 100 (e.g.,
via a wired connection or wireless connection), enabling the
user to specify which sounds are to be blocked or permitted
without the need to activate and operate the learning function
of the earplug 100.

Operation of the earplug 100 may be configured via a user
interface 230 provided by an external computing device 220,
as shown in FIG. 3, which illustrates a technique for specify-
ing whether ambient sound is to be blocked, passed, or
enhanced by the earplug 100 of FIG. 2A, according to various
embodiments of the present invention. In one implementation
of'the user interface 230, the user may manipulate one or more
selectors 235 to specify how various sounds are to be pro-
cessed by the processing unit 120 of the earplug 100. For
example, a user may manipulate the selectors 235 to specify
whether a particular sound is to be blocked or permitted and
(optionally) how loud a permitted sound is to be produced by
the speaker 115. The degree to which a particular sound is
blocked or enhanced may be determined based on the location
of a selector 235 on a continuum sound level values.

In some embodiments, sound level values may be specified
as a percentage of the initial loudness of a particular sound.
For example, a user may move a selector 235 to a percentage
value of zero (e.g., corresponding to the ‘Low’ value in FIG.
3) when the user would like to attempt to completely block a
particular sound. Further, the user may move a selector 235 to
apercentage value of one-hundred (e.g., corresponding to the
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‘Normal’ value in FIG. 3) when the user would like to pass-
through a particular sound. In addition, the user may move a
selector 235 to a percentage value above one-hundred (e.g.,
two-hundred percent) when the user would like to enhance a
particular sound.

In other embodiments, the sound level values may include
sound pressure levels (dBA SPL) and/or attenuation/gain val-
ues (e.g., specified in decibels). For example, a user may
move a selector 235 to an attenuation value of —20 decibels
(dB) (e.g., corresponding to the “Low” value in FIG. 3) when
the user would like to attenuate a particular sound to one-
fourth of the sound’s initial loudness. Further, the user may
move a selector 235 to a value of 0 dB (e.g., corresponding to
the ‘Normal’ value in FIG. 3) when the user would like to
pass-through a particular sound. In addition, the user may
move a selector 235 towards a gain value of +20 dB (e.g.,
corresponding to the “High” value in FIG. 3) when the user
would like to enhance a particular sound by increasing the
loudness of the sound by up to four times the initial loudness.
In the same or other embodiments, a user may specify the
sound pressure level at which a particular sound is to be
produced for the user. For example, the user may specify that
the user’s alarm is to be produced at 80 dBA SPL, while a
partner’s alarm clock is to be produced at 30 dBA SPL. In
response, the processing unit 120 may increase the loudness
of the user’s alarm (e.g., from 60 dBA SPL to 80 dBA SPL)
and reduce the loudness of the user’s alarm (e.g., from 60
dBA SPL to 30 dBA SPL).

FIG. 4 illustrates different configurations for blocking,
passing, and enhancing sounds via the earplug 100 of FIGS.
1A and 1B, according to various embodiments of the present
invention. As shown, the selective pass-through function,
selective enhancement function, and noise cancellation func-
tion, and alarm function described above may be imple-
mented in different ways based on the hardware configuration
of the earplug 100. For example, when the earplug 100
includes a single input device 125 (e.g., a single button), the
earplug 100 may be configured to pass-through all sounds by
default. The user may then specify each sound to be blocked
(e.g., via active noise cancellation) by pressing the single
input device 125 and allowing the microphone 110 to acquire
the sound. Thus, as shown in Configuration A of FIG. 4, the
block function of the earplug 100 may be activated by the user
to teach the earplug 100 (e.g., via the microphone 110) to
block a partner’s alarm and a snoring sound. However, other
sounds, such as a baby sound and the user’s alarm, may be
passed-through to the user by default.

Inanother embodiment, when the earplug 100 includes two
input devices 125-1 and 125-2 (e.g., two buttons), the earplug
100 may be configured to pass-through all sounds by default.
The user may then specitfy each sound to be blocked (e.g., via
active noise cancellation) by pressing input device 125-1
(e.g., a first button) and allowing the microphone 110 to
acquire the sound. Additionally, the user may specify each
sound to be enhanced (e.g., via the selective enhancement
function) by pressing input device 125-2 (e.g., a second but-
ton) and allowing the microphone 110 to acquire the sound.
Thus, as shown in Configuration B of FIG. 4, the block
function of the earplug 100 may be activated by the user to
teach the earplug 100 to block a partner’s alarm and a snoring
sound, and the permit function may be activated by the user to
teach the earplug 100 to enhance the user’s alarm. However,
other sounds, such as a baby sound, may be passed-through to
the user by default.

Inyet another embodiment, when the earplug 100 includes
a wireless module 210, the earplug 100 may be configured to
block or permit sounds in the surrounding environment based
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on one or more sets of sound parameters specified by the user
via a graphical user interface (GUI) (e.g., user interface 230).
When operating the GUI, the user may operate one or more
selectors 235 to specify not only whether a particular sound is
to be blocked, passed-through, or enhanced, but the degree to
which blocking (e.g., via active noise cancellation) and/or
enhancing (e.g., via amplification) are to be performed, as
described above in conjunction with FIG. 3. That is, instead of
merely indicating in a binary manner whether a particular
sound is to be blocked or passed-through, the user may select
from a continuum of values to fine tune the operation of the
earplug 100. Additionally, the user may specify whether an
alarm signal is to be transmitted to the earplug 100 to cause
the earplug 100 to produce an alarm sound (e.g., an in-ear
alarm sound). Thus, as shown in Configuration C of FIG. 4,
the GUI may be operated by the user to specify whether a
particular sound is to be blocked, passed-through, or
enhanced, and whether an alarm sound is to be produced by
the earplug 100.

FIG. 5 is a flow diagram of method steps for selectively
providing sound to a user via an earplug, according to various
embodiments of the present invention. Although the method
steps are described in conjunction with the systems of FIGS.
1A-4, persons skilled in the art will understand that any sys-
tem configured to perform the method steps, in any order, falls
within the scope of the present invention.

As shown, a method 500 begins at step 510, where the
microphone 110 acquires ambient sound and transmits sig-
nals associated with the ambient sound to the processing unit
120. The processing unit 120 then processes the signals asso-
ciated with the ambient sound. At step 520, the processing
unit 120 determines whether a sound included in the ambient
sound substantially matches a set of sound parameters stored
in the blocked sounds database or the permitted sounds data-
base. If a sound included in the ambient sound substantially
matches a set of sound parameters stored in the blocked
sounds database or the permitted sounds database, then the
method proceeds to step 530. At step 530, the processing unit
120 determines whether to block, pass-through, or enhance
the sound. If the processing unit 120 determines that the
sound should be blocked, then the method 500 proceeds to
step 540, where the processing unit 120 may generate a can-
cellation signal associated with the sound. The processing
unit 120 then transmits the cancellation signal to the speaker
115, which produces the cancellation signal to cancel the
sound. Alternatively, instead of generating and producing a
cancellation signal, the earplug 100 may block the sound
merely by not producing the sound for the user. The method
500 then proceeds to step 550.

If, at step 530, the processing unit 120 determines that the
sound should be passed-through, then the method 500 pro-
ceeds to step 542, where the processing unit 120 transmits one
or more signals to the speaker 115 to cause the speaker 115 to
produce the sound. The method 500 then proceeds to step
550. If; at step 530, the processing unit 120 determines that
the sound should be enhanced, then the method 500 proceeds
to step 544, where the processing unit 120 enhances the sound
by modifying one or more auditory characteristics of the
sound. The method 500 then proceeds to step 550.

In addition to determining whether to block, pass-through,
or enhance a particular sound at step 530, the processing unit
120 may determine the degree to which the sound is to be
blocked or enhanced. For example, the processing unit 120
may further determine whether the user has specified a per-
centage, a gain value, or an attenuation value for the sound
(e.g., via a selector 235), as discussed above in conjunction
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with FIG. 3. The processing unit 120 may then block or
enhance the sound according to the percentage or value speci-
fied by the user.

At step 550, the processing unit 120 determines whether to
continue to acquire ambient sound (e.g., via the microphone
110) and process the ambient sound. If the processing unit
120 determines that ambient sound will continue to be
acquired and processed, then the method 500 returns to step
510. If the processing unit 120 determines that no additional
sound will be acquired and processed, then the method 500
ends.

FIG. 6 is a flow diagram of method steps for activating a
learning function that determines whether ambient sound is to
be blocked, passed, or enhanced by an earplug, according to
various embodiments of the present invention. Although the
method steps are described in conjunction with the systems of
FIGS.1A-4, persons skilled in the art will understand that any
system configured to perform the method steps, in any order,
falls within the scope of the present invention.

As shown, a method 600 begins at step 610, where the
microphone 110 acquires ambient sound and transmits sig-
nals associated with the ambient sound to the processing unit
120. The processing unit 120 then processes the signals asso-
ciated with the ambient sound. At step 620, the processing
unit 120 determines whether a learning function, such as the
block function or the permit function described above, has
been activated. If the block function has been activated, then
the method 600 proceeds to step 630, where the processing
unit 120 processes the ambient sound to generate a set of
sound parameters associated with one or more sounds
included in the ambient sound. Next, at step 635, the process-
ing unit 120 stores the set of sound parameters in the blocked
sounds database. The method 600 then proceeds to step 650.

If the permit function has been activated, then the method
600 proceeds to step 630, where the processing unit 120
processes the ambient sound to generate a set of sound param-
eters associated with one or more sounds included in the
ambient sound. Next, at step 645, the processing unit 120
stores the set of sound parameters in the permitted sounds
database. The method 600 then proceeds to step 650.

At step 650, the processing unit 120 determines whether to
continue to acquire ambient sound and process the ambient
sound. If the processing unit 120 determines that ambient
sound will continue to be acquired and processed, then the
method 600 returns to step 610. If the processing unit 120
determines that no additional sound will be acquired and
processed, then the method 600 ends.

FIG. 7 is a block diagram illustrating a computing device
that may be included in the earplug 100 of FIGS. 1A and 1B,
according to various embodiments of the present invention.
As shown, computing device 700 includes the processing unit
120, one or more input/output (I/O) devices 704 (e.g., input
device 125 and/or wireless module 310), and a memory
device 710. Memory device 710 includes an application 712
configured to interact with one or more databases 714 (e.g., a
blocked sounds database and/or a permitted sounds data-
base).

Processing unit 120 may include a central processing unit
(CPU), digital signal processing unit (DSP), and so forth. /O
devices 704 may include input devices, output devices, and
devices capable of both receiving input and providing output.
Memory device 710 may include a memory module or col-
lection of memory modules. Software application 712 within
memory device 710 may be executed by processing unit 120
to implement the overall functionality of computing device
700, and, thus, to coordinate the operation of the earplug 100
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as a whole. The database(s) 714 may store sets of sounds
parameters including, for example, frequency ranges and/or
digital signatures.

Computing device 700 as a whole may be a microproces-
sor, an application-specific integrated circuit (ASIC), a sys-
tem-on-a-chip (SoC), a mobile computing device such as a
tablet computer or cell phone, a media player, and so forth.
Generally, computing device 700 is configured to coordinate
the overall operation of the earplug 100. Any technically
feasible system configured to implement the functionality of
the earplug 100 falls within the scope of the present invention.

In sum, a microphone included in the earplug acquires
ambient sound. The earplug then determines whether one or
more sounds included in the ambient sound are associated
with sounds parameters stored in the blocked sounds database
and/or the permitted sounds database. If a sound included in
the ambient sound is associated with sound parameters in the
blocked sounds database, then the earplug may generate a
cancellation signal associated with the sound. The cancella-
tion signal is then produced for the user to cancel the sound.
If a sound included in the ambient sound is associated with
sound parameters in the permitted sounds database, then the
earplug may pass the sound to the user and/or enhance the
sound (e.g., via amplification) for the user. Additionally, the
earplug may receive input from the user to activate a sound
blocking function and/or a sound permitting function. When
the sound blocking function is activated, the earplug acquires
ambient sound, generates sound parameters based on the
ambient sound, and stores the sound parameters in the
blocked sounds database. When the sound permitting func-
tion is activated, the earplug acquires ambient sound, gener-
ates sound parameters based on the ambient sound, and stores
the sound parameters in the permitted sounds database.

One advantage of the techniques described herein is that
the user is able to selectively block sounds in the surrounding
environment. Additionally, the user is able to specify which
sounds are passed through the earplugs and/or enhanced by
the earplugs, further increasing the likelihood that the user
will not miss useful and/or important sounds in the surround-
ing environment. Further, the disclosed techniques enable the
user to transmit an alarm signal directly to the earplugs such
that the user’s alarm does not disturb people nearby the user.

One embodiment of the invention may be implemented as
a program product for use with a computer system. The pro-
gram(s) of the program product define functions of the
embodiments (including the methods described herein) and
can be contained on a variety of computer-readable storage
media. [llustrative computer-readable storage media include,
but are not limited to: (i) non-writable storage media (e.g.,
read-only memory devices within a computer such as com-
pact disc read only memory (CD-ROM) disks readable by a
CD-ROM drive, flash memory, read only memory (ROM)
chips or any type of solid-state non-volatile semiconductor
memory) on which information is permanently stored; and
(i) writable storage media (e.g., floppy disks within a diskette
drive or hard-disk drive or any type of solid-state random-
access semiconductor memory) on which alterable informa-
tion is stored.

The invention has been described above with reference to
specific embodiments. Persons of ordinary skill in the art,
however, will understand that various modifications and
changes may be made thereto without departing from the
broader spirit and scope of the invention as set forth in the
appended claims. For example, although many of the descrip-
tions herein refer to specific types of sounds that a user may
encounter, persons skilled in the art will appreciate that the
systems and techniques described herein are applicable to
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blocking or permitting other types of sounds. The foregoing
description and drawings are, accordingly, to be regarded in
an illustrative rather than a restrictive sense.

Therefore, the scope of embodiments of the present inven-
tion is set forth in the claims that follow.

What is claimed is:

1. An earplug for selectively providing sound to a user, the
earplug comprising:

an earplug body shaped to fit an ear canal of the user and

configured to provide noise isolation;

a microphone disposed in the earplug body and configured

to acquire ambient sound;

aprocessor disposed in the earplug body and configured to:

determine that a first sound included in the ambient
sound is associated with a first set of sound param-
eters;

in response, generate a first cancellation signal associ-
ated with the first sound;

determine that a second sound included in the ambient
sound is associated with a second set of sound param-
eters; and

in response, generate a second signal to cause the second
sound to be produced;

a speaker disposed in the earplug body and configured to:

produce one or more sound waves based on the first
cancellation signal to cancel the first sound from the
ambient sound; and

produce the second sound based on the second signal;
and

awireless module that is configured to wirelessly couple to

an external computing device and receive the first set of
sound parameters and the second set of sound param-
eters, wherein each of the first set of sound parameters
and the second set of sound parameters is individually
configured via a plurality of selectors included in a user
interface provided by the external computing device.

2. The earplug of claim 1, wherein the second sound
acquired by the microphone is associated with a first loudness
value, and, in response to determining that the second sound
is associated with the second set of sound parameters, the
processor is configured to cause the speaker to produce the
second sound at a second loudness value that is higher than
the first loudness value.

3. The earplug of claim 1, further comprising at least one
input device configured to activate a learning function.

4. The earplug of claim 3, wherein the microphone is
further configured to acquire a third sound when the learning
function is activated by the at least one input device, and the
processor is configured to analyze the third sound to generate
a third set of sound parameters.

5. The earplug of claim 4, wherein the processor is further
configured to:

determine, based on the third set of sound parameters, that

the ambient sound includes the third sound;

in response, generate a second cancellation signal associ-

ated with the third sound; and

cause the speaker to produce one or more sound waves

based on the second cancellation signal to cancel the
third sound from the ambient sound.

6. The earplug of claim 4, wherein the processor is further
configured to determine, based on the third set of sound
parameters, that the ambient sound includes the third sound,
and cause the speaker to produce the third sound.

7. The earplug of claim 4, wherein the learning function
comprises a block function and a permit function, and the at



US 9,414,964 B2

13

least one input device comprises a first button configured to
activate the block function, and a second button configured to
activate the permit function.

8. The earplug of claim 1, further comprising a memory
configured to store the first set of sound parameters and the
second set of sound parameters.

9. The earplug of claim 1, wherein at least one parameter
included in the first set of sound parameters or the second set
of'sound parameters is associated with a frequency range or a
digital sound signature.

10. The earplug of claim 1, wherein a first selector included
in the plurality of selectors specifies a first loudness value
included in the first set of sound parameters and associated
with the first sound, and a second selector included in the
plurality of selectors specifies a second loudness value
included in the second set of sound parameters and associated
with the second sound.

11. The earplug of claim 10, wherein the first loudness
value is based on a location of the first selector along a first
continuum of sound level values, and the second loudness
value is based on a location of the second selector along a
second continuum of sound level values.

12. A method for selectively providing sound to a user,
comprising:

acquiring ambient sound via a microphone disposed in an

earplug body, wherein the earplug body is shaped to fit
an ear canal of the user and configured to provide noise
isolation from the ambient sound;

determining, via a processor disposed in the earplug body,

that a first sound included in the ambient sound is asso-
ciated with a first set of sound parameters;

in response, generating a first cancellation signal associ-

ated with the first sound;
producing, via a speaker disposed in the earplug body, one
or more sound waves based on the first cancellation
signal to cancel the first sound from the ambient sound;

determining that a second sound included in the ambient
sound is associated with a second set of sound param-
eters;

in response, enhancing the second sound by generating a

second signal to cause an enhanced sound to be pro-
duced;

producing the enhanced sound based on the second signal;

and

receiving the first set of sound parameters and the second

set of sound parameters via a wireless module that is
configured to wirelessly couple to an external comput-
ing device, wherein each of the first set of sound param-
eters and the second set of sound parameters is individu-
ally configured via a plurality of selectors included in a
user interface provided by the external computing
device.

13. The method of claim 12, wherein the second sound is
associated with a first loudness value, and the enhanced sound
is associated with a second loudness value that is higher than
the first loudness value.

14. The method of claim 12, further comprising:

activating a learning function;

acquiring a third sound when the learning function is acti-

vated; and

analyzing the third sound to generate a third set of sound

parameters.

15. The method of claim 14, further comprising:

determining, based on the third set of sound parameters,

that the ambient sound includes the third sound;
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in response, generating a second cancellation signal asso-

ciated with the third sound; and

producing one or more sound waves based on the second

cancellation signal to cancel the third sound from the
ambient sound.

16. The method of claim 14, further comprising determin-
ing, based on the third set of sound parameters, that the
ambient sound includes the third sound, and producing the
third sound.

17. The method of claim 14, wherein the learning function
comprises a block function and a permit function, and further
comprising receiving input via a first button to activate the
block function, and receiving input via a second button to
activate the permit function.

18. The method of claim 12, further comprising storing the
first set of sound parameters and the second set of sound
parameters in a local database.

19. The method of claim 12, wherein at least one parameter
included in the first set of sound parameters or the second set
of'sound parameters is associated with a frequency range or a
digital sound signature.

20. The method of claim 12, wherein a first selector
included in the plurality of selectors specifies a first loudness
value included in the first set of sound parameters and asso-
ciated with the first sound, and a second selector included in
the plurality of selectors specifies a second loudness value
included in the second set of sound parameters and associated
with the second sound.

21. The method of claim 20, wherein the first loudness
value is based on a location of the first selector along a first
continuum of sound level values, and the second loudness
value is based on a location of the second selector along a
second continuum of sound level values.

22. A non-transitory computer-readable storage medium
including instructions that, when executed by a processor,
cause the processor to selectively provide sound to a user, by
performing the steps of:

acquiring ambient sound via a microphone disposed in an

earplug body, wherein the earplug body is shaped to fit
an ear canal of the user and configured to provide noise
isolation from the ambient sound;

determining, via a processor disposed in the earplug body,

that a first sound included in the ambient sound is asso-
ciated with a first set of sound parameters;

in response, generating a first cancellation signal associ-

ated with the first sound;
producing, via a speaker disposed in the earplug body, one
or more sound waves based on the first cancellation
signal to cancel the first sound from the ambient sound;

determining that a second sound included in the ambient
sound is associated with a second set of sound param-
eters;

in response, generating a second signal to cause an

enhanced sound to be produced, wherein the second
sound is associated with a first loudness value that is
lower than a second loudness value associated with the
enhanced sound;

producing the enhanced sound based on the second signal;

receiving the first set of sound parameters and the second

set of sound parameters via a wireless module that is
configured to wirelessly couple to an external device,
wherein each of the first set of sound parameters and the
second set of sound parameters is individually config-
ured via a plurality of selectors included in a user inter-
face provided by the external computing device.

#* #* #* #* #*



